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a b s t r a c t 

Neuromorphic computing is looked at as one of the promising alternatives to the traditional von Neu- 

mann architecture. In this paper, we consider the problem of doing arithmetic on neuromorphic systems 

and propose an architecture for doing IEEE 754 compliant addition on a neuromorphic system. A novel 

encoding scheme is also proposed for reducing the inter-neural ensemble error. The complex task of float- 

ing point addition is divided into sub-tasks such as exponent alignment, mantissa addition and overflow- 

underflow handling. We use a cascaded approach to add the two mantissas of the given floating-point 

numbers and then apply our encoding scheme to reduce the error produced in this approach. Overflow 

and underflow are handled by approximating on XOR logic. Implementation of sub-components like right 

shifter and multiplexer are also specified. 

© 2019 Elsevier B.V. All rights reserved. 
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1. Introduction 

Neuromorphic computing has emerged in recent years as a

plausible future alternative to the pervasive and long-standing von

Neumann architecture. The term “neuromorphic computing” was

coined by Mead [1] , who referred to Very Large Scale Integration

(VLSI) systems with analog components that mimicked biologi-

cal neural systems. These neuromorphic architectures are known

for their high parallelism and low power needs. Neuromorphic ar-

chitectures have also received increased attention because of the

approaching end of Moore’s law [2] and the bandwidth restric-

tions between CPU and memory known as “the von Neumann bot-

tleneck” [3] . With energy efficiency being crucial for future high

performance and embedded computing platforms, neuromorphic

computing offers a solution to today’s rising demands in comput-

ing [4] . 

Neuromorphic computing is not yet a practical technology in

a mainstream sense (see the tutorial by Volanis et al. [5] and the

survey by James et al. [6] ), but there are effort s to make it work

using classical VLSI technologies [7,8] . One issue that is currently

being addressed is energy efficiency [4,9,10] . Newer technolo-

gies, particularly memristors [11,12] are also being considered

as possible routes for implementing neuromorphic architectures.
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euromorphic computing is also studied by neuroscientists who

ish to model or understand the brain [13–15] , and by those who

ish to mimic the functionality of sense organs [16] . Machine

earning also provides another important reason for interest in

euromorphic computing [8,17,18] . 

Recent years have seen several breakthroughs in neuromorphic

ardware which address some important concerns with the uses of

he same (such as the lack of accuracy), and also expand the range

f applications possible with neuromorphic computing. Interest-

ng new hardware avenues include the neuromorphic processors

oihi [19] and Braindrop [20] ; the use of non-volatile memory [21] ,

n-chip communication [22] and reconfigurability through hierar-

hical addressing [23] ; and the DYNAPs architecture [24] . New pro-

osed uses of neuromorphic computing include network applica-

ions [25] and matrix-vector multiplication [26] . 

Floating-point arithmetic is crucial for most scientific com-

uting. Any new computing architecture, therefore, would need a

ystem that can perform floating-point arithmetic. In this paper,

e propose a system which can perform the addition of two

EEE 754-compliant floating-point numbers on a neuromorphic

rchitecture. We have designed a system which follows the con-

entional addition process [27] but works on groups of neurons in-

tead of logic gates. There have been previous attempts to develop

ystems of computation on neuromorphic architectures [6,28] but

ot much has been done in the area of numerical computations,

specially in the area of floating-point arithmetic. The novelty and

ignificance of our work is to explore this area to understand how

https://doi.org/10.1016/j.neucom.2019.05.093
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oating-point arithmetic on a neuromorphic architecture can

e applied to problems of computation. Our work also gives an

stimate of the total number of neurons that would be required

o implement such an architecture in reality. The estimate also

ndicates the number of neurons required to implement each

omponent (see Table 2 ). 

Our system is modular by design and therefore its compo-

ents (like the two’s complement converter or the mantissa adder)

an be used in other applications too. This system is also scal-

ble in the sense that it can work with different formats of

oating-point numbers, for instance, single-precision and double-

recision formats. It can also be easily extended to form solu-

ions to other floating-point operations like subtraction, with rel-

tively small changes required, given the modular nature of the

rchitecture. 

The system design is based on the Neural Engineering Frame-

ork (NEF) [29] which provides the basic principles to develop

 neuromorphic system. For the implementation, simulation and

esting of our design we used Nengo [30,31] , a graphical and

cripting based software package for simulating large-scale neural

ystems. To use Nengo, we defined groups of neurons in terms of

hat they represent, and then formed connections between neural

roups in terms of what computation [32] should be performed on

hose representations. 

One of the results of our work was to come up with an ap-

ropriate value of radius (see Sections 3.1.1 and 4.1 ), so that the

rror in representation of the values in a group of neurons could

e minimized. We also came up with an encoding scheme (see

ection 3.1.2 ) which reduced the inter-ensemble error, i.e., the er-

or generated when an output value of one ensemble is given as

n input value to another. We also devised a way to use a conven-

ional multiplexer circuit to map one of the two input values to

he output (see Section 3.4 ). We further modified the typical mul-

iplexer to develop a modified one which could map two different

nputs to two different outputs (see Section 3.5 ). The stage-wise

antissa adder (see Section 3.7 ) of our design takes as input two

3-bit mantissas and produces their 23-bit sum along with a carry.

he stage-wise computation approach utilizes a lower number of

esources as compared to a sequential one. This is turn reduced

he total number of neurons substantially. 

Our system also indicates if there is an overflow or an under-

ow during the addition process (see Section 3.8 ) though a flag,

hich can then be used to handle it appropriately. The most im-

ortant and also complex part of the floating-point addition pro-

ess is the matching of the exponents of the two different in-

uts. This in turn requires shifting of the mantissa bits. We came

p with an approach to accomplish this which is supported by

heorems 3.1 and 3.2 (see Section 3.6 ). These two theorems are

 salient contribution of our work as they address the crux of the

roblem, i.e., the procedure of shifting mantissa bits in a neuro-

orphic architecture when the exponents of the two given inputs

re different. 

We also did a performance analysis of our implementation over

hree different groups of inputs (see Section 4.2 ). The first group

ontained random pairs of inputs with large differences, whereas

he second group contained random pair of inputs with small dif-

erences. The third group contained random pair of inputs with

andom differences. We used two performance analysis metrics:

ean Absolute Error (MAE) and Mean Encoded Error (MEE) to es-

imate the performance of our system. We also observed the effect

f varying the number of neurons on the accuracy and bit error

see Sections 4.3 and 4.4 . We found that the overall bit error for

dding two floating-point numbers was around 0.002%. We earlier

entioned that we came up with an appropriate value of radius to

ower the error. We also observed the effects of different values of

adius on the accuracy (see Section 4.1 ). 
Our work addresses the issue of performing floating-point cal-

ulations on a neuromorphic architecture. We have proposed a sys-

em for adding two IEEE 754-compliant floating-point numbers us-

ng the conventional adder circuits made up of spiking neurons.

his system can also be extended for subtraction, multiplication

nd division, thereby making possible a completely neuromorphic

rithmetic unit. 

The rest of the paper is structured as follows. We first give

 brief description of the IEEE 754 floating-point addition pro-

ess in Section 2.1 . Then we move on to briefly describe the Neu-

al Engineering Framework (NEF) and its three basic principles:

epresentation, transformation and dynamics, in Section 2.2 . Af-

er this we explain the overall architecture in Section 3 with the

elp of Fig. 3 . In Section 3.1 we talk about the value of radius

n Section 3.1.1 and the encoding scheme in Section 3.1.2 . These

wo concepts are have important roles in our implementation. Af-

er this we explain the most important component of our system,

iz., the exponent aligner, in Section 3.2 . This component is re-

ponsible for matching the two exponents of the inputs by shifting

he bits of one of their mantissas. Next in Section 3.3 we explain

ow two’s complement is computed. In Sections 3.4 and 3.5 we ex-

lain the workings of the two multiplexers that we mentioned ear-

ier. In Section 3.6 we explain the workings of the mantissa shifter

hich solves the most complex part of our problem, viz., shifting

he bits of a mantissa such that the exponents of both the inputs

re matched. We also state and prove Theorems 3.1 and 3.2 in this

ection. Next we explain how the stage-wise addition is performed

y the mantissa adder in Section 3.7 . Then we describe the last of

he remaining components which computes the sign bit of the out-

ut and overflow/underflow flag in Section 3.8 . In Section 3.9 we

xplain how our system can be extended to perform floating-point

ubtraction. We present the observations and results of our work

n Section 4 . Here we explain the effect of different values of ra-

ius on accuracy in Section 4.1 ; the performance analysis metrics

n Section 4.2 deals with the two metrics that we have used to

valuate our system: the Mean Absolute Error (MAE) and Mean En-

oded Error (MEE). In Section 4.3 we describe the relationship be-

ween the number of neurons and accuracy, and in Section 4.4 we

escribe the relationship between the number of neurons and bit

rror. In Section 4.5 we describe how we estimated the optimal

umber of neurons required for all the ensembles and list them in

able 2 . Finally, we present the conclusions in Section 5 . 

. Background 

First we briefly discuss the floating-point addition process as

er the IEEE 754 standard [27] , then we describe the Neural Engi-

eering Framework (NEF) which we have used to design, simulate

nd evaluate our system. [29] . 

.1. IEEE 754 floating-point addition 

Fig. 1 illustrates the overall process of addition and subtraction

f two floating-point numbers – Input 1 and Input 2 represented in

inary format. Fig. 2 is an example of how a 32-bit floating-point

umber is represented according to the IEEE 754 standard [27] .

here is a sign bit which is used to represent whether the num-

er is positive or negative. There are 8 bits and 23 bits which are

sed to represent the exponent and mantissa values, respectively.

hile designing this system we assumed that both inputs, i.e., the

wo floating-point numbers are represented according to the IEEE

54 standard in binary representation. 

Now in Fig. 1 the first step of the process involves the match-

ng of the exponents and shifting of the mantissas. Once this is

one, we check the sign bit to decide whether we need to add

he two mantissas or subtract them. If it is an addition then it is
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Fig. 1. Overall process for addition/subtraction of floating-point numbers. 

Fig. 2. IEEE 754 32-bit floating-point representation. 

Fig. 3. System architecture with two 23-bit inputs and a 23-bit output. 
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a straightforward process of adding two binary numbers, else we

subtract the two numbers which involves representing one of the

two inputs in two’s complement representation [33] . 

Here is an example of addition of two floating-point numbers.

We take two inputs as shown below and represent them in the

normalized scientific notation: 

Input 1 : 123456 . 7 = 1 . 234567 × 10 

5 

Input 2 : 101 . 7654 = 1 . 017654 × 10 

2 

Now, we modify Input 2 such that it has the same exponent as

Input 1 : 

Input 2 : 1 . 017654 × 10 

2 = 0 . 001017654 × 10 

5 

Now both Input 1 and Input 2 have the same exponent, therefore we

can go ahead and add their respective mantissas. Hence: 

123456 . 7 + 101 . 7654 = (1 . 234567 + 0 . 001017654) × 10 

5 

= 1 . 235584654 × 10 

5 

Note that the same process can be adapted for these two numbers

when they are represented in the binary format as shown in Fig. 2 .

We now state a few assumptions regarding the format of the

inputs which we considered while designing the system: 

1. Both inputs should be in binary representation according to the

IEEE 754 format [27] with sign, exponent and mantissa bits as

shown in Fig. 2 . 

2. Both inputs should be normalized [34] , for example, Input A be-

low is normalized whereas Input B is not. 

Input A : 1 . 234567 × 10 

5 

2 
Input B : 101 . 7654 × 10 t
3. Since our system is designed to only handle positive inputs,

therefore a negative input should be converted into a positive

one using two’s complement conversion [33] and then fed into

the system. 

.2. The Neural Engineering Framework (NEF) 

The Neural Engineering Framework [29,35,36] is a generalized

omputational framework used for modelling large and complex

eural systems. In NEF, we can create ensembles of spiking neuron

odels, represent values on these neural ensembles and solve for

ynaptic connection weights for computing functions using them.

here are three underlying principles for NEF, on which neural sys-

ems of fairly high complexity can be built. 

.2.1. Representation 

NEF uses distributed representations for values. It distin-

uishes the value that is being represented from the neural

ctivity. A scalar or a vector can be represented on a neural ensem-

le with different values corresponding to different neural activ-

ty patterns. This representation involves non-linear encoding and

eighted linear decoding. If x is the value getting represented on

 neuron ensemble and e i is the encoding vector for the neuron,

hen activity a i for each neuron can be obtained as 

 i = G (αi e i · x + b i ) (1)

here G is the neural non-linearity, αi is a gain parameter and b i 
s the constant background bias current for the neuron. Given an

ctivity, the set of weights to estimate the value can be done by

nding a linear decoder d i as: 

ˆ  = 

∑ 

a i d i (2)

d i can be calculated as the set of weights that minimize the

ifference between x and ˆ x . 

.2.2. Transformation 

Computation using spiking neural ensembles can be done by

ransformations which approximate a function of value that is be-

ng represented in an ensemble. Transformation is done by another

eighted linear decoding. For approximating a function f(x) , the

ecoded weights d f(x) can be computed as 

 

f (x ) = �−1 ϒ f (x ) (3)

�i j = 

∑ 

x 

a i a j (4)

ϒ f (x ) 
j 

= 

∑ 

x 

a j f (x ) (5)

This is similar to a Support Vector Machine (SVM) [37] as we

o a random projection on e i and the function f(x) is expressed as

he sum of tuning curves of neurons. This method of approximat-

ng a function, although not as powerful as approximation using a

earning rule, works well for linear functions. Some non-linear and

iscontinuous functions can also be computed with a trade-off be-

ween number of neurons in the ensemble and accuracy. 

.2.3. Dynamics 

The dynamics of the neural systems can also be modelled in

EF using control theoretic state variables. NEF can compute dy-

amic functions of the form d x /d t = A (x ) + B (u ) where x is the

alue getting represented, u is some input, A and B are some arbi-

rary functions. 
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Fig. 4. Exponent aligner architecture. 
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. System architecture and implementation 

We designed a system that performs floating-point addition and

ubtraction according to the process illustrated in Fig. 1 . Fig. 3 il-

ustrates the system architecture. The two inputs are represented

s ( S 1 , M 1 , E 1 ) and ( S 2 , M 2 , E 2 ) and the output is represented as

 S out , M out , E out ). Here S i represents the sign bit, M i represents the

antissa bits and E i represents the exponent bits where i ∈ {1, 2,

ut } This representation follows the IEEE-754 32-bit floating-point

tandard [27] as illustrated in Fig. 2 . The core of the system is the

xponent aligner component which ensures that the exponents of

he input numbers match and any shifting of mantissa bits (if re-

uired) is performed before the mantissas are added by the man-

issa adder component. The S out and OF/UF calculation component

omputes the sign bit of the output and the overflow/underflow

ag which can then be used for rounding the resultant output [27] .

We now go on to explain the simulation method followed by

he description and workings of all the components of the system

s shown in Fig. 3 in detail. 

.1. Simulation 

To represent information, say one bit from the input, we cre-

ted neural ensembles (a group of a number of neurons) using

engo [30,31] . We used the Leaky Integrate-and-Fire (LIF) model

38] in Nengo to create the neural network. Each of these ensem-

les has two important properties — dimension and radius. Dimen-

ion refers to the number of values represented by the ensemble.

n case of a scalar quantity, it is 1 whereas for a vector it can be

ore than 1. Radius, on the other hand, defines the range of val-

es that can be represented by the ensemble. For instance, if we

imulate a neural ensemble (of say, 10 neurons) with dimension

s 1 and radius as 1, then these neurons can accurately represent

he values between −1 and 1. Another way to understand this is

o think about it geometrically. If the dimension is 1 and radius

or length) is 1 then from a point we can either go + 1 or −1. Sim-

larly, if dimension is 2 and radius is 1 then we have a circle with

adius 1. 

.1.1. The value of radius 

In our system, since we work with binary numbers, the addi-

ion or subtraction of two bit values always lies between 0 and 2,

oth inclusive. Therefore, we set the radius of all neural ensembles

o 2. 

.1.2. Encoding scheme 

Next we observed that when we give the output of one neu-

al ensemble as an input to another, the error propagates. For ex-

mple, if a neural ensemble represents the value 1 and when we

robe it, we get the value 1.1. Then this value is given as an input

o the next ensemble which further adds its own representational

rror. To avoid this error, we use the following encoding scheme.

f the output of a neural ensemble is ˆ x , the i th component of the

ncoded output value of an ensemble is given as: 

( ̂  x i ) = 

{
0 , ˆ x i ≤ 0 . 5 

1 , otherwise 
(6) 

By using this encoding scheme on outputs of a neural ensem-

le, we reduce the error to one side. All the values less than or

qual to 0.5 are considered 0, as such the error towards the neg-

tive direction is reduced to zero. Similarly all values greater than

.5 are considered as 1.0, reducing the positive direction error to

ero. On top of this, the encoding scheme provides a margin of 0.5

n the other direction as well. Our encoding scheme acts similar
o a rounding scheme on neuron signals and can be easily imple-

ented in hardware. We now explain the workings of each com-

onent of the system. 

.2. Exponent aligner 

The exponent aligner is the core of our system. It takes the

wo exponents from the inputs and finds their difference and

hen shifts the mantissa of the smaller exponent by the magni-

ude of the difference. Fig. 4 illustrates the workings of the expo-

ent aligner. The exponent subtractor takes in the two exponents

nd computes their difference. It produces a carry which signifies

hether the difference is positive or negative. If the difference is

n two’s complement form [33] then it is converted back to sign

agnitude form. The difference multiplexer then uses the carry

roduced by the exponent subtractor to generate the magnitude

f the difference between the two exponents. 

The exponent multiplexer uses the carry produced by the ex-

onent subtractor to choose the larger of the exponents to be the

utput exponent E out . The mantissa selector also uses the carry

roduced by the exponent subtractor to differentiate between the

nput mantissas to figure out the one which has to be shifted. Once

he mantissa shifter shifts one of the mantissas by the magnitude

f the difference between the two exponents then, the two man-

issas are added by the mantissa adder. 

We now explain the workings of each of these components in

etail. 

.3. Exponent subtractor and two’s complement converter 

Fig. 5 illustrates the working of the two’s complement con-

erter. It takes in each of the 8-bits of the exponent and represents

ach of them using a neural ensemble. Next, at each of these en-

emble outputs, we perform a transformation such that each bit

s flipped, i.e., it changes 0’s to 1’s and 1’s to 0’s. Finally, we take

n all the flipped bits into an 8-bit adder and add one to it, with

nput carry as 0 to perform the standard two’s complement trans-

ormation. 

The exponent subtractor in Fig. 4 is essentially performing two’s

omplement binary subtraction. It works as follows: 

• Take in both exponents E 1 and E 2 as input and convert E 2 into

its two’s complement form E ′ 
2 

using the two’s complement con-

verter as described above. 
• Add E 1 and E ′ 

2 
using the 8-bit adder and let the carry produced

be C out . 
• If C out is 1, then it means that the result is positive and it is

given directly as an input to the difference multiplexer in Fig. 4 .
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Fig. 5. Two’s complement converter architecture. 
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• If C out is 0, then it means that the result is negative and there-

fore we perform two’s complement of the result and then give

it as an input to the difference multiplexer. 

3.4. Exponent/difference multiplexer 

This component’s working is based on that of a multiplexer. It

selectively outputs one of the input values based on the value of

a selection input. In the exponent multiplexer and the difference

multiplexer, the carry generated by the exponent subtractor, i.e.,

C out acts as the selection bit. 

The difference multiplexer is given three inputs — C out as the

selection bit, the difference of the two exponents E 1 and E 2 when

C out is 1, i.e., the result is positive and when C out is 0, i.e., the result

is negative. The difference multiplexer now works as follows –

• If the selection bit, i.e., C out is 1, then it means that the result

is positive and it is generated as the output of the difference

multiplexer as the magnitude of the difference of the two ex-

ponents E 1 and E 2 . 
• If the selection bit, i.e., C out is 0, then it means that the result

is negative, therefore, its two’s complement converted form (as

explain in the workings of the exponent subtractor) is gener-

ated as the output of the difference multiplexer. 

The output of the difference multiplexer (the number of shifts

to be performed on the mantissa) is then given as an input to the

mantissa shifter. 

We now look at the workings of the exponent multiplexer. It

uses the selection bit C out to figure out the larger exponent from

E 1 and E 2 and outputs it as E out . It works as follows: 

• If the selection bit, i.e., C out is 1, then it means that E 1 –E 2 is

positive, therefore E 1 is larger and it is output as E out . 
• If the selection bit, i.e., C out is 0, then it means that E 1 –E 2 is

negative, therefore E 2 is larger and it is output as E out . 

E out is needed in the final representation of the output, i.e., the

sum of two floating-point numbers. 

3.5. Mantissa selector 

The mantissa selector takes in the two mantissas M 1 and M 2 

as inputs and decides which one of them has to be shifted based

on the carry generated by the exponent subtractor. It is similar to

the exponent/difference multiplexer but here we have two outputs

— the mantissa to be shifted and the mantissa not to be shifted.

These are chosen based on the selection bit C out . 

The mantissa selector works as follows. 
• If the selection bit, i.e., C out is 1, then it means that E 1 –E 2 is

positive, therefore E 1 is larger and therefore M 1 is the mantissa

which is not to be shifted whereas M 2 is the mantissa which is

to be shifted. 
• If the selection bit, i.e., C out is 0, then it means that E 1 –E 2 is

negative, therefore E 2 is larger and therefore M 2 is the mantissa

which is not to be shifted whereas M 1 is the mantissa which is

to be shifted. 

The mantissa to be shifted is given as an input to the mantissa

hifter which performs the shift operation and outputs the modi-

ed mantissa to be used as an input by the mantissa adder along

ith the mantissa which is not to be shifted. 

.6. Mantissa shifter 

The mantissa shifter is a logical right shifter for our 23-bit

antissa on an offset value of 8-bit difference bits from our ex-

onent subtraction circuit. Unlike synchronous clock-driven digital

hift circuits, neuromorphic computing is asynchronous in nature.

o normal shifting method using a shift register and a counter will

ot work for neuromorphic chips. We propose a different approach

or achieving logical right shift. If the 8-bit difference from expo-

ent subtraction circuit is negative, then the difference is in two’s

omplement form and needs to be converted to the magnitude

orm with the help of a two’s complement converter. The appropri-

te offset is then selected from the difference bits of the subtrac-

ion circuit and those from two’s complement conversion circuit

sing an 8-bit difference multiplexer circuit. This ensures that the

ffset to right shifter is always in magnitude form and the right

hift is logical in nature. 

Although there exist approaches for making shift registers asyn-

hronous, we found them to be complex, considering that the cir-

uit needs to be implemented with spiking neurons and that we

eed only right shift which can be carried out using a cascaded

pproach. The task of logical right shift of the 23-mantissa bits can

e divided as right shift of the mantissa bits by the positional value

f each of the individual offset bits. To this end we state and prove

he following theorems. 

heorem 3.1. Logical right shift of a number M represented in binary

ith length m by an arbitrary binary positional value of p · 2 q , p ∈
 0 , 1 } , q ∈ { 0 , 1 , . . . , k } to another number M 

′ 
has 

 

′ 
i = �i 

here � is a fixed shift function defined as, 

i = 

{ 

M i if p = 0 

M i +2 q if p � = 0 ∧ (i + 2 

q ≤ m ) 
0 otherwise 

(7)
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roof. We give a proof by cases. Let M be represented as

 m 

M m −1 M m −2 . . . M 2 M 1 and M 

′ 
as M 

′ 
m 

M 

′ 
m −1 M 

′ 
m −2 . . . M 

′ 
2 M 

′ 
1 . We

rove that M 

′ 
i 
= �i by considering the values of p 

Case 1 : When p = 0 

p = 0 ⇒ p · 2 

q = 0 

⇒ we want to shift M by 0 

⇒ resultant M 

′ = M 

⇒ M 

′ 
i = M i or M 

′ 
i = �i 

ase 2 : When p = 1 and (i + 2 q ) ≤ m 

p = 1 ⇒ p · 2 

q = 2 

q 

⇒ we want to right shift M by 2 

q bit positions 

⇒ M i becomes M 

′ 
i −2 q 

⇒ i th bit of M 

′ 
, M 

′ 
i is shifted from M i +2 q 

⇒ since (i + 2 

q ) < = m, ∃ a valid bit position 

(i + 2 

q ) which can be shifted to M 

′ 
i 

⇒ M 

′ 
i = M i +2 q 

ase 3 : When p = 1 and (i + 2 q ) > m 

p = 1 ⇒ p · 2 

q = 2 

q 

⇒ we want to right shift M by 2 

q bit positions 

⇒ M i becomes M 

′ 
i −2 q 

⇒ i th bit of M 

′ 
, M 

′ 
i is shifted from M i +2 q 

⇒ since (i + 2 

q ) > m, � a valid bit position 

(i + 2 

q ) which can be shifted to M 

′ 
i 

⇒ zeroes are added since it is logical right shift 

⇒ M 

′ 
i = 0 �

heorem 3.2. Logical right shift of a number M represented in bi-

ary with length m by another number K in binary with length k is

quivalent to a sequence of right shifts by values S i where 

 i = K i · 2 

i −1 , i ∈ { 1 , 2 , . . . , k } 
roof. We need to shift0 ‘ M ’ by ‘ K ’. Let M be represented as

 m 

M m −1 M m −2 . . . M 2 M 1 and K as K k K k −1 K k −2 . . . K 2 K 1 . We use 
 −→
o denote the logical right shift operation. 

 
 −→ K ≡ M m 

M m −1 . . . M 2 M 1 
 −→ K k K k −1 . . . K 2 K 1 

≡ M m 

M m −1 . . . M 2 M 1 
 −→ (K k 0 k −1 . . . 0 2 0 1 + 

0 k K k −1 . . . 0 2 0 1 + · · · + 0 k 0 k −1 . . . 0 2 K 1 ) 

≡ M m 

M m −1 . . . M 2 M 1 
 −→ K k · 2 

k −1 + 

K k −1 · 2 

k −2 + · · · + K 2 · 2 

1 + K 1 · 2 

0 

nstead of shifting by the entire K , we can shift by sum of the po-

itional values of the bits in K . Since we are doing a logical right

hift by a sum of values which are positive, it is equivalent to do

ontinuous shifting by those values. That is 

 
 −→ K ≡ (( . . . ( ( M 
 −→ K k · 2 

k −1 ) 
 −→ K k −1 · 2 

k −2 ) . . . ) 


 −→ K 2 · 2 

1 ) 
 −→ K 1 · 2 

0 

≡ (( . . . ( ( M 
 −→ S k ) 
 −→ S k −1 ) . . . ) 
 −→ S 2 ) 
 −→ S 1 

ence the theorem. �

By Theorem 3.2 , we split the logical right shift of our 23-bit

antissa as a sequence of cascaded right shifts with positional

alues of the 8-bit difference offset. By Theorem 3.1 , each indi-

idual right shift by a positional value can be easily handled by

he fixed shift function, �. To implement the circuit, we approx-

mated this fixed shift function with NEF on Nengo. There are 24

eural ensembles for each bit, say j th bit in the difference offset

ith ij th ensemble connected to M i , the �i value and K j . This way
he ensembles need only represent three dimensions and the func-

ion to be approximated becomes a simple decision of which in-

ut value M i of �i to output based on the K j value being 0 or 1.

utput of j th level of ensembles becomes the mantissa input of

( j + 1) th level for shifting the mantissa bits sequentially accord-

ng to Theorem 3.2 . There is a single zero node which constantly

utputs value zero for the case in which �i being 0. Using this ap-

roach we perform the logical right shift of 24 mantissa bits (in-

luding the hidden bit) by 8 difference offset bits with a matrix

f relatively small ensembles which approximates a simple deci-

ion function, thereby considerably lowering the error which oc-

urs on direct approximation of logical right shift function with a

arge neural ensemble representing values of high dimensions. 

Fig. 6 illustrates the overall working of the mantissa shifter. On

he left hand side we have the 23 mantissa bits and the additional

idden bit. At the bottom we have the 8 offset bits by which the

antissa has to be shifted. The Zero node at the top generates a

alue of 0 which is used by an array of ensembles E ij where i ∈ [1,

4] and j ∈ [1, 8]. 

.7. Mantissa adder 

As shown in Fig. 3 , the exponent aligner component matches

he two exponents and provides the modified mantissas M 

′ 
1 

and

 

′ 
2 and the output exponent E out . The mantissa adder then takes

hese two modified mantissas, i.e., M 

′ 
1 

and M 

′ 
2 
, where one of them

s shifted by the mantissa shifter so that exponents of both the in-

uts can be matched and then adds them bit by bit as shown in

ig. 7 . The corresponding bits of the two mantissas, i.e., a i and b i 
here i ∈ [0, 22] are added along with the carry from the previ-

us stage. For the first stage, the carry c 0 is set to 0. Consider the

ollowing example of addition of two 4-bit mantissas A and B: 

c in = 0 

A = 1010 

B = 1100 

 + B = 0110 

c out = 1 

imilarly, the 23-stage adder adds up the corresponding bits of the

odified mantissas and each stage outputs one sum bit each to

ake up the final output mantissa. 

To implement this stage-wise addition process, we constructed

 network that takes two inputs (the corresponding bits of the two

antissas, i.e., a i and b i where 0 ≤ i ≤ 22) and represents them us-

ng two different ensembles of neurons, say A and B . These two en-

embles were then connected to another ensemble, say C, through

ynaptic connections. Since the incoming currents from different

ynaptic connections interact linearly, ensemble C now represents

he sum of values represented by ensembles A and B . We then

sed this arrangement to iteratively build up the mantissa adder

s shown in Fig. 7 . The mantissa adder also outputs the C out bit

hich is used in the calculation of the output sign bit S out and the

verflow/underflow (OF/UF) flag which we describe next. 

.8. S out and OF/UF calculation 

This component computes the S out bit of the output along with

he OF/UF (overflow/underflow) flag which can then be used for

ounding [27] separately. Fig. 8 illustrates the overall working of

his component. The Sign XOR block takes in the input sign bits S 1 
nd S 2 and performs a XOR operation on them to find if they are

ame or different. This XOR operation is an approximation since

e are doing it on a neuromorphic architecture. The output sign

it S out is then computed using the output from the XOR operation,

he C out produced by the mantissa adder and one of the sign bits. 
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Fig. 6. Architecture of the mantissa shifter. 

Fig. 7. Mantissa adder architecture for two 23-bit inputs. 
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Table 1 illustrates the computation of S out and OF/UF flags. The

S out bit is computed as follows - 

1. If S XOR (the output of XOR operation on S 1 and S 2 ) is 0, which

happens when S 1 and S 2 are equal, then S out is equal to either

of the input sign bits, i.e., S 1 and S 2 (since they are both equal).

2. If S XOR is 1, which is the case when S 1 and S 2 are not equal,

then S out depends on C out which is the carry generated from

the sum of the two mantissas. In this case, since S out does not
depend on the input sign bits, therefore they can take any value

(0 or 1). According to two’s complement addition rules for a

positive and negative number [33] , if C out is 0 then S out is 1

whereas when C out is 1 then S out is 0. 

Now we explain the computation of the OF/UF flag. An overflow

r underflow can happen only when the input sign bits ( S 1 and S 2 )

re equal, in all other cases it is 0. Thus we have the following two

ases for OF/UF flag computation - 
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Fig. 8. S out and OF/UF component architecture. 

Table 1 

Truth table for S out and OF/UF flag computation. 

S 1 S XOR C out S out OF/UF 

0 0 0/1 0 OF = 1 when C out = 1 

1 0 0/1 1 UF = 1 when C out = 0 

0/1 1 0 1 0 

0/1 1 1 0 0 

Table 2 

Number of neurons for each ensemble. 

Ensemble Number of neurons 

Linear ensemble 100 

Addition ensemble 350 

Flipping ensemble 75 

Multiplexing ensemble 700 

Selector ensemble 700 

Right shift ensemble 300 

XOR ensemble 250 

Overflow/underflow ensemble 300 

Output sign ensemble 300 
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1. S 1 and S 2 are 0 and hence S XOR is 0. Since both numbers are

positive, therefore there is an overflow when a carry is gener-

ated, i.e., when C out is 1. 

2. S 1 and S 2 are 1 and hence S XOR is 0. Since both numbers are

negative, therefore there is an underflow when no carry is gen-

erated, i.e., when C out is 0. 

Our system does not round off the final result but it does pro-

ide the OF/UF flag which is useful when rounding off the result

s per the IEEE 754 standard [27] . 

.9. Floating-point subtraction 

So far, we have explained the process of floating-point addition.

he same architecture can be adopted for floating-point subtrac-

ion as it can be viewed as two’s complement addition [33] . The

ubtraction process is as follows: 

• Assume that the first input is bigger and carry out two’s com-

plement addition. 
• If the carry is 1 then the result is positive and our assumption

is correct else it means that we subtracted a bigger value from

a smaller one and the resulting difference is in two’s comple-

ment form. 

. Observations and results 

.1. Effect of different values of radius on accuracy 

To observe the effect of different values of radius on the rep-

esentation of values, we did the following experiment. We simu-

ated two neural systems with the following configuration: 
1. Two input nodes – N 1 and N 2 (where N 1 = 2.1 and N 2 = 6.9)

connected to two neural ensembles ( E 1 and E 2 ) each with 100

neurons each. E 1 and E 2 were then connected to another neu-

ral ensemble S (again with 100 neurons) which represented the

sum of the values represented by E 1 and E 2 . The radius for E 1 ,

E 2 and S was set to 10 . 

2. This neural system had everything same as the earlier one ex-

cept the radius for E 1 , E 2 and S which was changed to 50. 

We ran the simulation for 5s and probed the values of N 1 , N 2 ,

 1 , E 2 and S every 10ms and plotted the generated values for both

he neural systems. Fig. 9 represents the system with a radius of

0 whereas Fig. 10 represents the one with a radius of 50. 

In Fig. 9 , the line and the spiking neural activity at the bot-

om represents input 1 , the middle segment represents input 2 and

he one at the top represents the sum of input 1 and input 2 . The

wo lines with constant values in the bottom and middle are gen-

rated by values probed from the nodes — N 1 and N 2 for input 1 
nd input 2 , respectively. Whereas the spiking neural activity which

uns across these lines are generated by plotting the values probed

rom the ensembles – E 1 , E 2 and S . As mentioned earlier, these val-

es were probed every 10ms for 5s from the nodes as well as from

he neural ensembles. Similarly, Fig. 10 is a plot of values gener-

ted from the simulation of the second neural system which has a

adius of 50. 

In Fig. 10 we can observe that because of a much higher value

f radius compared to the maximum value to be represented (i.e.,

he sum with a value of 10), we see a significant amount of error

n the value represented by the sum ensemble S . It can be inferred

hat a tight bound on the value of radius limits the neural activ-

ty in an ensemble and thus leads to a better representation of a

alue. This is clearly indicated in Fig. 9 . Thus, we can conclude that

 neural ensemble represents a value much better, i.e., with less er-

or if it has a radius close to the maximum value that it represents.

The adder is standard to the extent that it correctly implements

he IEEE 754 specification. A more general-purpose adder can be

uitably constructed given an appropriate specification. 

.2. Performance analysis metrics 

In our implementation, we simulated our proposed architecture

n Nengo on a 2.5 GHz Intel Xeon E5 Machine with 30 GB of RAM.

wo floating point numbers in IEEE 754 single precision binary for-

at was given as input to the system along with an extra carry

nput for the adder. The inputs were modelled in Nengo as nodes

hich provide a constant value of 1 or 0. The individual compo-

ents of the system were simulated as specified in Section 2 and

as interconnected to give a fully functional IEEE 754 floating-

oint adder working on Spiking Neural Networks (SNN) [39] . 

The output of each component and the final result were probed

t a time interval of 10ms. The mean of these output values were

hen used to compute the error in each component as well as the

ntire system. Error in the system was calculated with and without

he encoding technique ( Section 2.2 ) for performance comparison.

e used the following two metrics for assessing the performance

f each component –

AE = 

∑ | C v − A v | 
n v 

ere, MAE is the Mean Absolute Error 

C v is the Computed value 

A v is the Actual value 

n v is the number of values 

In our case MAE represents the measure of error which is

resent in the output of each component due to the error present

n approximating a discontinuous function using NEF and the er-

or due to noise and randomness inherent to spiking nature of the
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Fig. 9. Effect of different values of radius, input 1 = 2.1, input 2 = 6.9, radius = 10. 

Fig. 10. Effect of different values of radius, input 1 = 2.1, input 2 = 6.9, radius = 50. 
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computation. It is the absolute distance between the actual binary

value we expected ( A b ) and the value computed by our compo-

nents and the system ( C v ), normalized by the number of values. 

MEE = 

∑ 

E b � A b 

n b 

Here, MEE is the Mean Encoded Error 

E is the Encoded bit 
b 
A b is the Actual bit 

n b is the number of bits 

Encoding of the output from each component acts as a filter

nd boosting operation on the output signal which helps in reduc-

ng the error present in approximation and noise. MEE is calcu-

ated in a similar fashion to that of Hamming distance between

he encoded bit values ( E b ) and the actual bit values ( A b ) which

re expected, normalized by the number of bits in output. 
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Fig. 11. Mean absolute error frequency distribution. 

Fig. 12. Mean encoded error frequency distribution. 
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Fig. 13. Accuracy v/s number of neurons per bit. 

Fig. 14. Bit error v/s number of neurons per bit. 
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Figs. 11 and 12 illustrate the MAE distribution and the MEE dis-

ribution. To generate these graphs, we took three groups of in-

ut pairs. Let D be the difference between the two inputs. The

rst group had random input pairs where D was large, the sec-

nd group again had random input pairs but here D was small

nd in the third group the D had random values. From Fig. 11 we

an infer that there were lots of instances where MAE was low

hen D was large. Whereas there were relatively less instances

here MAE was slightly higher when D was small or random. Sim-

larly, from Fig. 12 we can infer that there were a significant num-

er of instances where MAE was low when D was large. Whereas

here were around the same number of instances where MAE was

round 0.4 and D was either small or random. 

Large differences in D are more difficult to work with as the

alues of the exponents are different, which would mean that

ore shifting of the mantissa bits is needed. A small difference

s easier to handle as much shifting is not needed. 

.3. Accuracy v/s number of neurons 

We define accuracy as the inverse of the MAE. We observed

hat the accuracy increases with an increase in the number of neu-

ons used to represent one bit. We varied the number of neurons

tarting from 1 to a maximum of 900 per bit and observed the ac-

uracy across all the components as shown in Fig. 13 . From this

gure, it is clear that the accuracy increases with an increase in

he number of neurons but beyond a certain threshold value (in
his case around 500 neurons) of the number of neurons, the in-

rease in accuracy with increase in number of neurons is not sig-

ificant. We can also see that the accuracy increases exponentially

ntil the increase in the number of neurons reaches 200 then it

egins saturating. 

.4. Bit error v/s number of neurons 

We define bit error as the number of bits that were generated

ncorrectly with respect to the actual output. We observed that the

it error was high when number of neurons per bit were very low

close to 1) as shown in Fig. 14 . We can see an exponential de-

rease in the value of the bit error until the number of neurons

er bit reaches 300, beyond which the bit error remains 0. There-

ore, it is evident that an increase in the number of neurons per

it results in smaller values of error but beyond a certain thresh-

ld value, the bit error remains 0. In this case, that value happens

o be 300 neurons. 

.5. Total number of neurons 

According to our observations, the accuracy increases with an

ncrease in the number of neurons as discussed in Section 4.3 .

ith the help of this observation and the threshold (minimum)

umber of neurons required per bit, we estimated the optimal

umber of neurons required for all the ensembles in Table 2 . The

inear ensemble is used to simply output the given input, the ad-

ition ensemble adds the two given inputs, the flipping ensemble

ips the bit, i.e., changes 0 to 1 and vice versa. The multiplexing

nsemble maps two inputs to one output using a selection bit

hereas the selector ensemble maps two inputs to two outputs.

he right shift ensemble performs the shift operation on the

antissa bits and the overflow/underflow ensemble is used to
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compute the overflow/underflow flag. The XOR ensemble and

output sign ensemble compute the sign bit of the output, i.e.,

S out . We see that the accuracy increases as the number of neurons

used increase. We use a threshold of 0.9 for average accuracy (see

Fig. 13 ) to judge how many neurons are needed, and indicate in

Table 2 what the numbers are to reach such a threshold. 

5. Conclusion 

In this paper, we look at a relatively unexplored area: numerical

computation on neuromorphic computers, and specifically propose

an approach to build an IEEE-754 standard complaint floating-

point unit using Spiking Neural Networks (SNN) for neuromorphic

chips. The architecture that we have presented can either be used

in a full-fledged neuromorphic system or as a co-processor in an-

other system. Such usage can not only increase the power effi-

ciency and performance of the system but also help in achieving

the dream of true brain-like computing. 

Our architecture comprises a complex floating-point unit whose

sub-components we have described. This architecture can, because

of its modular design, be extended to solve other floating-point

arithmetic problems like subtraction, multiplication and division.

The complex task of floating-point addition is divided into sub-

tasks such as exponent alignment, mantissa addition and over-

flow/underflow handling. Each component of these sub-systems

are then approximated using the Neural Engineering Framework

(NEF). 

A novel encoding scheme has been used to reduce inter-neural

ensemble error. We also estimate the number of neurons required

to implement each component, thereby estimating the total num-

ber of neurons required for the entire system. With further op-

timization to the design, this number can be brought down. The

value of radius to be used in such a system is another important

outcome of our work. The most complex part of the floating-point

addition process is the shifting of the mantissa bits and we have

accomplished this successfully. Theorems 3.1 and 3.2 are the re-

sults that support solving this complex part of the overall prob-

lem. This architecture is scalable in the way that it can be used

with either floating-point numbers of single precision or double

precision. We also indicate the presence of an underflow/overflow

(in case it happens) during the addition process, which can then be

handled separately. We consider the effect of different values of ra-

dius on the accuracy, and also observe the effect of different num-

ber of neurons on the accuracy and bit error. Finally, we do a per-

formance analysis of the implementation of our system and draw

conclusions from the observations as mentioned in Section 4 . The

present paper extends the range of computations considered pos-

sible using neuromorphic computing, to include classical floating-

point addition, thus showing that a neuromorphic chip can hypo-

thetically take over such operations entirely, rather than requiring

a traditional CPU as a co-processor. While neuromorphic hardware

is yet to reach the point of viability where such a chip can com-

pletely replace a CPU, recent developments suggest that this may

indeed be possible in the not-too-distant future. 
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